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**Abstract**

The ubiquity of metaphor in our daily life makes the computational realization of metaphor identification and interpretation become a crucial segment in the NLP translation field. This literature review provides the basic theory of metaphor computation, discusses the related work of the state-of-the-art models for metaphor detection and interpretation, introduces three widely used datasets and states our project outline for future work.
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*Chapter 1* **Introduction**

## 1.1 Background

Metaphor expressions appear pervasively in daily life as well as in many literary works. According to relevant statistics research, metaphorical usage occurs on average once in every three sentences in typical corpora. People use metaphor frequently since metaphor expression furnish vivid explanations for abstract experience and perception. Meantime, our cognitive system and ways of thinking are based on metaphors aiming to understand our world better. The cognitive and rhetorical phenomena make metaphors active in all kinds of natural language communication scenarios, while a large number of implicit metaphorical expressions have become a problematic task in natural language processing. The computational realization of metaphor identification and interpretation therefore plays a crucial role in the NLP translation field.

## 1.2 Basic linguistic theory in metaphor

Traditional metaphor theory asserts that metaphor is merely a rhetorical method, and only provides an ordinary describing function for expression. In terms of Aristotle's poetics, metaphor is the similarity between objects. This theory emphasizes the feature differences between literal and metaphorical words.

As the development of cognitive science, in light of modern linguistic theories, Lakoff and Johnson [1] assert the conceptual metaphor theory, arguing that metaphor is systematic reasoning from a concrete conceptual source domain to an abstract target domain. Normally, we use a concrete expression to describe the abstract theory. For instance (Figure 1), the metaphorical sentence "She devoured his novels" utilizes the verb "devour" to describe a sense of greedy reading rather than literally swallowing a novel.

Figure 1 "devoured" in the first sentence is literal usage, and in the second sentence is metaphorical usage, the "devoured" is the source word in the second sentence.

There is another modern linguistic theory in metaphor derives from Steen et al. [2], namely Metaphor Identification Procedure (MIP): a metaphor is identified if the literal meaning of a word contrasts with the meaning that word takes in this context. Like the previous example, the word "devour" is unusual in the context of 'novel'. A novel cannot be devoured. The contextual meaning contrasts with the literal meaning of the word. Additionally, another similar metaphor theory is SPV. The intuition of the theory is that metaphoricity is identified by detecting the incongruity between a target word and its context.

Moreover, Gentner [3] 's structural mapping theory proposed that the process of structural mapping is the analogous transfer, which seeks for structural similarity by matching different objects, and then extracts the relationship in the source problem through schema induction to solve the problem of the target domain. It is concluded that the process of metaphor mapping is essentially the matching process of the relationship structure between the source domain and the target domain.

In the 1990s, Fauconnier and Turner extended the conceptual metaphor theory and proposed a conceptual integration model [4]. Besides, other theories like basic metaphor theory and characteristic significance imbalance theory have laid a solid theoretical foundation for the metaphorical computing task.

**1.3 Research Subject of Metaphor Computing**

The metaphor computation task mainly focuses on two aspects. One is how to use a computational method to detect and classify metaphorical expressions in a typical corpus. The other task is to let the computer understand and metaphorical meaning and then interpret it into the most suitable demotic word through word context.

Metaphor detection can be seen as a classification task, which is to identify a target work if it is a metaphor expression. Various approaches have been implemented by word embedding level to sentence level. When a sentence contains words such as "as" and "like", it is readily to be detected. Whereas without such words, the difficulty of detection highly rises. In word level, machine learning methods, including SVM and random forest or word embedding methods like GloVe are developed based on the concreteness difference of the target word and source word. By measuring the cosine similarity of the components in the phrase, metaphor can be effectively detected. Metaphor detection can also be seen as a sequence labeling task, which is labelling the target word in a sentence. In sentence level, the neural network method has been widely applied for the NLP field for semantic modelling and context modelling. Beginning with the pretraining work embedding vectors, to multi-level processing algorithms, also along with neural network method in deep learning and large-scale corpus language models, novel methods are continually lifting the performance of metaphor detection result.

The task for metaphor interpretation aims to let the model understand the implicit literal meaning of metaphorical expression. How to precisely replaced metaphorical expression has been a problematic issue for long. For instance, we need to interpret the sentence “Time is money”, the computer will replace the metaphorical word “money” as its literal meaning “previous”. Human beings generally understand metaphor through association with knowledge, providing ideas for the construction of a metaphor interpretation model. However, many difficulties and problems are waiting to overcome, such as considering culture and including novel knowledge base.

*Chapter 2* **Research Background**

This section explains the technical and/or commercial background that related to the research and study.

It includes:

1. Statement of the study problems – a short statement explains the key point and focus of the research;
2. Research method – explains the potential method(s) being used and explored in the research and study;
3. Research limitation(s) – describes the technical and logical limitation(s) of the research and study;
4. Research process – describes the key process and stages of research and study.

*Chapter 3* **Literature Review**

Literature review discusses the research and studies related to your research topic which are done by you and/or other people and researchers.

A literature review can be just a simple summary of the sources, but it usually has an organizational pattern and combines both summary and synthesis. A summary is a recap of the important information of the source, but a synthesis is a re-organization, or a reshuffling, of that information. It might give a new interpretation of old material or combine new with old interpretations. Or it might trace the intellectual progression of the field, including major debates. And depending on the situation, the literature review may evaluate the sources and advise the reader on the most pertinent or relevant.

It is important to cite the “references” of other people/researchers works properly in the literature review by using (author(s), year; author(s), year) style in the literature review. Reference section shows the examples shows different style of reference for: books, journal papers, conference papers and online reference.

*Chapter 4* **Methodology**

Methodology refers to the methods and techniques being used and adopted in your research and study. It can be either your novel research, adoption and extension of other people/researchers’ works and studies.

In case you plan to adopt and/or extend other people/researchers works, you MUST clearly quote the source of reference in the document. Also, if your works are the extension of other people/researchers’ research and studies, you MUST clearly describe and explain what is(are) your contribution(s) in this research and study in this section.

To facilitate the ease of understanding, it is highly recommended to use some illustrations, flow charts and/or schematic diagrams to explain the methodology and techniques proposed in your research and study.

*Chapter 5* **Project Schedule**

Project Schedule is the key for the success or failure of any research project. Students MUST clearly defined the timeframe and schedule for the whole life-cycle of the project undertaken.

A typical project and study should have the following key phases:

1. Phase I – Preparation Phase

The Preparation Phase should consist of: Literature review and background research/study; Problem definition and solving techniques; Data acquisition and pre-processing; Acquisition of computing facility and related equipment.

1. Phase II – System Design Phase

Based on the fundamental works done in Phase I, System Design Phase focuses on the how the problem(s) can be solved by your proposed system and/or methods. It can be achieved by either your pure innovation, or integration (extension) of other existing methods and techniques.

1. Phase III – System Implementation Phase

Based on the proposed system designed in Phase II, System Implementation Phase focuses on the actual implementation of your proposed system. For example, in a typical AI/DS project, commonly tools such as Python (with TensorFlow) can be used, which will be discussed in the DS7023 Data Mining and Machine Learning course in Semester 1.

1. Phase IV – System Evaluation and Testing Phase

Once the system is fully implemented, the next vital step to test for the system performance. Through the regulation of the system parameters during system testing and evaluation, your proposed system should be fine-tuned to improve the system performance. It is also the key feature and process of any intelligent system and application.

For the ease of description, students can use a Gantt Chart to illustrate the project schedule throughout the year.

*Chapter 6* **System Implementation**

This section is the key section in the Semester 2 AI project work. It involves the discussion of the overall system architecture; how real-world data/database are processed and integrated into your proposed system; the system flow and process interaction diagrams and the implementation details (says) using Python to implement your proposed system. Normally, system architecture diagram(s), structural diagram(s), flow charts are essential tools for illustration in this section.

*Chapter 7* **Experimental Results**

During the implementation of the AI systems, such as a financial forecast system. A critical step is the system training and fine-tuning. This section involves the discussions of all critical experimental results during the system training, testing and evaluation.

*Chapter 8* **Performance Analysis**

In a typical AI system, such as financial forecast system, a critical step is the Performance Analysis. To test for the performance of a new system, normally we will compare the proposed system with other contemporary and/or commonly used system. For example, in a typical forecast system, we normally compare the proposed system with some well-known and commonly used forecast system such as FFPBN (Feedforward Backpropagation Network), RNN (Recurrent Neural Networks)， CNN (Convolution Neural Network) or SVM (Support Vector Machine), which are provided as standard packages in Python, which will be discussed in the DS7023 Data Mining and Machine Learning course in Semester 1.

*Chapter 9* **Conclusion**

This section presents the summary of your AI project been undertaken. Basically, it discusses the overall summary of the methods and techniques been proposed in your study, and how it can be applied to real time intelligent systems and applications. You can also discuss the key features and findings being explored in your research and study. Normally half-page (about 250 – 300) words will do.

*Chapter 10* **Future Works**

As the final section of the project report, this section discusses the future research works related to your research project. Either it can the extension of your proposed methodology and techniques with other contemporary AI techniques and methodologies, or it can be the extension of your proposed AI systems to other problem domains and industries.
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